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Promising Human-Al Collaborations
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Automation vs.
Collaboration




Human Collaborator Al Collaborator

Capable Accurate
Efficient Fast

What |S d gOOd Reliable Reliable, Robust
COl |a borato r? Good communicator Intelligible, Transparent

Consistent over time Backward Compatible
Diverse skillset Complementary
Fun Usable + Interactive + more



Al-Assisted Decision-Making

ML Model
Readmission Predictor

Patient 1d th
— . ‘o Should the patient
Advice Decision p
@ & be placed in a
S ammd — B i outpatient
(90 ves / No [PER LY

What is a good
collaborator?

Beyond Accuracy: The Role of
Mental Models in

Human-Al Team Performance
[Bansal et al., HCOMP 2019]

— = Decision Boundary Error Boundary



Beyond Accuracy: Simple Error Boundaries

Accuracy = 80%

Correct
Incorrect

1) High blood pressure

1) Low glucose
2) Low glucose



Caja

https://github.com/gagb/caja

Caja: a platform for user studies

1. Imagine you are a factory worker...

2. On an assembly line, boxes with various features arrive
one-by-one...

. (010 !
3. You have a robot assistant named I\/Iarvm

4.  Decide which objects are defective

5. Mistakes are costly ($0.04 correct, -$0.16 wrong)

Trust or Not?
recommendation decision
Input —— > —
Is the box defective?




Beyond Accuracy: Simple Error Boundaries
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Beyond Accuracy: Non-stochastic Error Boundaries

Accuracy = 80%

Correct
Incorrect

1) High blood pressure 1) High blood pressure (p = 0.67)
2) Low glucose 2) Low glucose (p = 0.67)



Beyond Accuracy: Non-stochastic Error Boundaries
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Updates in
Human-Al
Collaboration

TRANSPORTATION CARS TESLA

Tesla can change so much with over-the-air
updates that it's messing with some owners’ heads

Praise for a recent software fix to the Model 3's braking is met with worry that different update slowed some
customers’cars

g3m

By Sean O'Kane | @sokane1 | Jun 2, 2018, 1:00pm EDT

This week was different, though, because it showed just how far the company can go with
those updates. With a swift change in the software, the company showed it can reach as
deep as the systems that control the brakes. It creates the feeling that you could get out of
your car one night, and by the time you get back in the next morning, the car could do some
things — maybe everything — in a totally different way.

\ Rinesi says it's also hard to define “software” in the first place

OUR PRODUCTS "ARE A BIT since much of what modern technology does relies on things
MYSTERI””S' AND ”” Elml that live cfutside the physical object — in this case, the car.
UGS, A SO S THEY e teve o oy an ity or e
B” S”M E TH I N B CRH': P y ”R aspect of, a huge platform-company-ecosystem-whatever that

HARMH”, ' RINESI SA ys changes by the minute,” he says.



Beyond Accuracy: Backward Compatible Error Boundaries

Seems trustable
on elderly patients.

V1
Accuracy=80%

V2 should not be trusted
on elderly patients.

Al wrong V2
Al correct Accuracy=90%



Trust
Compatibility
Score

Updates in Human-Al Teams:
Understanding and Addressing
the Performance/Compatibility
Tradeoff

[Bansal et al., AAAI 2019]

An Empirical Analysis of Backward
Compatibility in Machine Learning
Systems

[Srivastava et al., KDD 2020]

_ #(v1=Right n v2=Right)
BTC(V1, v2) = #(v1=RighD

Goal: v2 should maintain trust.
How much trust is preserved?




Error
Compatibility
Score

Updates in Human-Al Teams:
Understanding and Addressing
the Performance/Compatibility
Tradeoff

[Bansal et al., AAAI 2019]

An Empirical Analysis of Backward
Compatibility in Machine Learning
Systems

[Srivastava et al., KDD 2020]

#(v2=Wrong N vi=Wrong)
#(v2=Wrong)

BEC(V1, v2) =

Goal: v2 should not introduce any new errors.
What portion of errors are not new?




Trust
Compatibility
Score

#(v1l=Right n v2=Right)
#(v1=Right)

Accuracy=80%

V2_not_compatible
Accuracy=90%

V2_compatible
Accuracy=90%

Trust
Compatibility
= //8 = 0.88
Trust
Compatibility
=8/8 =10



Updates can
oreak team
performance
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Software System: component-component collaboration

B - B -

Putting models
INto a system
perspective

Sociotechnical System: Human-Al collaboration

-I/O .




What is a good
collaborator?

Desirable properties beyond accuracy

— = Decision Boundary Error Boundary

Simple
Non-stochastic
Backward Compatible

Error Boundaries



Human-Centered ML Optimization
.e. Good collaborators and where to find them?



Training
Compatible
Models

Updates in Human-Al Teams:
Understanding and Addressing
the Performance/Compatibility
Tradeoff

[Bansal et al., AAAI 2019]

Reformulated loss function
LC == L + }\C . D(Vl,VZ)
Dissonance

New-error dissonance
D(X' Y, VerZ) =1 (Vl(X) — y) ’ L(X' Y, VZ)
Imitation dissonance

D(Xr Y, Vi1, VZ) — L(Xr Vi, VZ)

Strict imitation dissonance
D(x,y,v1,V2) =1 (vi(x) =y) - L(x, vy, v3)



Compatibility can be planned

. New error (D) € Imitation (D) @ Strict-Imitation (D”)

0.78'
0.761
Exploration 074
grapns ]

0.72:

0.701

0.68:

V2 performance (mortality prediction)

04 05 06 07 08

Compatibility score



Backward
Compatibility
Analysis

https://github.com/microsoft/
backwardcompatibilityML

with: Xavier Fernandes, Juan Lema,
Nicholas King

LOSS FUNCTIONS + METRICS VISUALIZATION TOOL

Log Loss

if ’ Progress Regress Common ‘
New Error ; \

1(vx)=y)- L();, y,VZ) 98 (4.970%)

Strict Imitation
1(vi(x) =y)- L(xvy,vy)

. o

O PyTorch oyt

1 TensorFlow



Backwara
Compatibility
Analysis

https://github.com/microsoft/
backwardcompatibilityML

with: Xavier Fernandes, Juan Lema,
Nicholas King

FICO
Credit Risk Prediction

e

0.74 0.74
@ @
0.73 4 073 [}
% o
= =
5 ) 5 °g
5 D7an 5 073 o]
g o 2 o
3 € : %
T 0724 T o7z
1= =
&) @
072 ® 0.72 &
@ o
714 T4
B T T T T T ol - T T T D T T
0.700 O.THO 0.800  0.850 0.80C  0.850 0.700 0.750 0.800  0.850 0.800 0.850
grc (D) BEC
BTC 0.945 hi modal_sccurscy 0.695 Amade|_sccourscy +6.637%
BEC 0.722 h2 mode!_sccuracy 0.741 A 0.25

Intersection Between Model Emors @

Progress @

Commen @

Ragress @

FPercentage of Incompatible Foints

100

Distribution of Incompatible Poinis @

Classas

[<]1or1[>]




Backward
Compatibility
Analysis

https://github.com/microsoft/
backwardcompatibilityML

with: Xavier Fernandes, Juan Lema,
Nicholas King

CIFAR-10
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Optimizing Al for teamwork

ML Model
. Readmission Predictor
ratient [— ' o Should the patient
@@ — Advice Decision beplaced ina
c “v — & - - special outpatient
Bel ﬂg aCCU rate noo_l Yes / No program?

+ Confidence / Uncertainty

Is the Most Accurate Al the Best
Teammate? Optimizing Al for

where it matters
[ Simpligicaticén of }
error boundary.

Teamwork
[Bansal et. al, AAAI 2021] Utility Matrix
iCost of human effort A = 0.5, Cost of mistake E = 1i
Meta-decision/Decision
Accept [J 1.0 -1.0

Solve & 0.5 -1.5



Optimizing Al for teamwork

Utility Matrix
Cost of human effort A = 0.5, Cost of mistake g = 1
ﬁ
Accept [J 1.0 -1.0
Solve & 0.5 -1.5
Being accurate peceou — [Lifeon > ©
where it matters PU =10,  else
_ A
AT

a . accuracy of user

B : cost of mistake
A : cost of handoff



Expected
Team Ultility

a : accuracy of user
B : cost of mistake
A : cost of handoff
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—e— Expected Utility
—— Log-loss

---- Perfect Calibration
B Accept

Solve

Mimic (Ay = 0.066)

More accurate when
the human is likely
to trust the model.

Acc. (V1)
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e
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Fxpected vs.
Empirical
Team Utility

a : accuracy of user
B : cost of mistake
A : cost of handoff
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Expected Utility Loss
Dataset A Accuracy | A Expected Util. | A Emp. Util.

EXPGCted VS. Fico 20247 0.013 0075

German -0.015

Em pl rical MIMIC  |-0.004 I l Ii

. Moons -0.02 0.079 -0.006
recidivism |-0.17 0.015 -0.02
Team Utlhty Scenariol |-0.165 0.102 0.061

Expected utility increases

Empirical utility decreases



Fxpected vs.
Empirical
Team Utility

HAIC and Machine Learning Optimization

Non-informative
gradients.

Loss-metric
mismatch.
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0.6 0.8 1.0

Predicted Confidence in Correct Class



Explanations for
HAIC

Does the Whole Exceed its Parts?
The Effect of Al Explanations on
Complementary Team

Performance.
[Bansal and Wu et al., CHI 2021]

NLP Tasks: Sentiment Analysis and SAT Questions

(3) Task Instructions @ Task () Survey

(1) Guidelines (@) Test
1, like others NIEERTEWAD Clo RN CETo RigE oTelel 4. | thought it

would show another side to how the Tate family dealt with t
he murder of thier daughter Sharon. | didn't have to read mu
ch to realize however that the book is was not going to be w
hat | expected.It is full of added dialog and assumptions. It
makes it hard to tell where the truth ends and the embellish
ments begin. It reads more like fan fiction than a true accou
nt of this family's tragedy. | did enjoy looking at the early pic
tures of Sharon that | had never seen before but they were

hardly worth the price of the book. @

€) Round: 1/50 #Correct Labels: 0

Is the sentiment of the review positive or negative? = Show Guidelines
[00) 1

O
Mostly Positive Mostly Negative

OMarvin is 62.7% confident about its suggestion.

62.7%
CONFIDENT
o

00}

Human alone

Al (conf) + Human
Al (conf + explanations topT) + Human
Al (conf + explanations top2) + Human
Al (conf + explanations adaptive) + Human




Explanations for
HAIC

Does the Whole Exceed its Parts?
The Effect of Al Explanations on
Complementary Team
Performance.

[Bansal and Wu et al., CHI 2021]

Explainability for Complementary
Human-Al teams

Confidence helps for taking over
at the right moment.

==*= Alaccuracy = Complementary zone . Al recommendation @ corect [ incorrect
0 Beer Decision Accuracy Beer Decision Accuracy (split)
Human -| — Human - < -

c Team (Conf)-| ; < - Team (Conf) - —m— [
2 Team (Fxplain-Top-1, Al)- A 2 Team (Explain-Top-1, Al) - —— @
'g Team (Explain-Top-2, Al) - | —— 2 Team (Explain-Top-2, Al) - -
o Team (Adaptive, Al) ! i 8 Team (Adaptive, Al) —— ®
Team (Adaptive, Expert) E 5= Team (Adaptive, Expert) | - &

G.I?E D_IBG 0,‘85 G.;il] D.I95 ‘1_IZIIZII i0.4 GI.E 0.6 DI_? GI.B D.I'B 1_(]I

Decision Accuracy Decision Accuracy



Explanations for
HAIC

Does the Whole Exceed its Parts?
The Effect of Al Explanations on
Complementary Team

Performance.
[Bansal and Wu et al., CHI 2021]

Explainability for Complementary
Human-Al teams

Difficult to improve over confidence via explanations.
People trust Al even when it is wrong.

==*= Alaccuracy = Complementary zone p— Al recommendation @ corect [ incorrect
0 Beer Decision Accuracy Beer Decision Accuracy (split)
Human - — Human -| & -

- Team (Conf) : - = Team (Conf) = o
2 Team (Fxplain-Top-1, Al) A 2 £ Team (Explain-Top-1, Al) = °
g Team (Explain-Top-2, Al) - | —.— 2 Team (Explain-Top-2, Al) — -
o Team (Adaptive, Al) ! =i Team (Adaptive, Al) —— ®
Team (Adaptive, Expert) | E 5= Team (Adaptive, Expert) | - &

0.%"5 D.IBG 0,‘85 G.;il] D.I95 ‘l_l]l:lI b.4 GI.5 0.6 DI_? GI.E O.I'B 1_(]I

Decision Accuracy Decision Accuracy

1 Explainability for handing over control and supporting complementarity.
-2 J j.e. Building justified trust.

) How do we run large-scale experimental studies on real high-stake
- ® J domains together with decision-making professionals?




Promising Human-Al Collaborations

HI! HOW CAN |
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Decision-Making Productivity ' Creativity Science
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Comparative studies: Human vs. Machine representations

Human-interpretable representations

Concept/Discovery summarization




